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In IT enterprises, different computing needs are provided as a service. The 

service providers take care of the customers‟ needs by, for example, 

maintaining software or purchasing expensive hardware. In addition, there 

are many benefits of using the technology available from cloud service 

providers, such as access to large-scale, on-demand, flexible computing 

infrastructures. However, increasing the dependability of cloud computing is 

important in order for its potential to be realized. Data security is one of the 

most critical aspects in a cloud computing environment due to the sensitivity 

and importance of the information stored in the cloud, as is the 

trustworthiness of the cloud service provider. The risk of malicious insiders 

in the cloud and the failure of cloud services have received intense attention 

by cloud users.This paper focuses on issues related to service dependability 

in order to enhance the data security of multi-cloud computing. Service 

dependability, which encompasses data output trustworthiness, is one of the 

important factors in enhancing data security in a multi-cloud computing 

environment. We apply triple modular redundancy (TMR) techniques with 

the sequential method into our previously proposed Multi-Cloud Database 

(MCDB) model to improve the data output trustworthiness of our newly 

proposed TMR-MCDB model. In addition, the improvement in data 

trustworthiness enhances data security in our TMR-MCDB model. This 

paper analyzes the impact of data trustworthiness implementation using the 

voting technique to evaluate the model performance. 
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1. INTRODUCTION  

As a result of the importance of data security in cloud computing, this paper focuses on issues 

relating to service dependability and data security in cloud computing. Service dependability encompasses 

many attributes such as data trustworthiness which will be addressed in this work. Data security raises 

concerns in relation to service availability, data integrity and data confidentiality. The characteristics of 

security complement dependability [2]. 
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This work applies the triple modular redundancy (TMR) technique [14] with the sequential method 

[19] to improve data output trustworthiness of the multi-cloud model. This technique aims to improve service 

dependability in the cloud computing environment and as a result, the level of data security in the cloud 

computing environment will be increased. 

Currently, there is not much research on using service dependability to enhance the data security of 

the cloud environment by using the TMR technique with Shamir‟s secret sharing approach, similar to the 

approach proposed in this paper. Our contributions can be summarized as follows: in addition to the multi-

shares and Shamir‟s secret sharing approach [18] which have been used previously in our existing MCDB 

model [7, 9, 8], there is a benefit from adapting the TMR technique and the sequential method to be used in 

the newly proposed TMR-MCDB model to improve the data trustworthiness of the system. We incorporate 

service dependability as a new feature into our newly proposed TMR-MCDB model, in that we examine the 

data trustworthiness of the system, and also analyze how this new feature can enhance data security in our 

newly proposed model. We provided experiments [10] to evaluate and compare TMR-MCDB model with 

other cloud cryptographic based model while the evaluation and the comparison of the types of MCDB 

model discussed in [6]. 

The remainder of this paper is organized as follows. Section 2 presents the relationship between 

service dependability and data security in the cloud computing environment. Section 3 overviews Shamir‟s 

secret sharing approach and the TMR techniques used in our newly proposed model. Section 4 and 5 

proposes the improved TMR-MCDB model, with a thorough explanation of the data flow. Section 6 

discusses the analysis and implementation of the newly proposed model. Section 7 concludes the paper. 

 

2. RELATIONSHIP BETWEEN SERVICE DEPENDABILITY AND DATA SECURITY  

Avizienis et al. [13] define dependability as “the ability of a system to deliver the required specific 

services that can justifiably be trusted”. Al-Kuwaiti et al. [2] define dependability as “the system property 

that prevents a system from failing in an unexpected or catastrophic way”. Dependability attributes consist of 

reliability, availability, integrity, safety and maintainability [13]. This paper will not focus on the reliability 

of the whole system, rather, it focuses on Shamir‟s data dependability of the system (in this case, data 

trustworthiness). Shamir‟s data output trustworthiness has the characteristics of data security attributes. Data 

security raises concerns about data availability, as well as data integrity and data confidentiality. For 

example, the trusted outputs of Shamir‟s data in our TMR-MCDB model are related to data integrity and data 

confidentiality because it is difficult for a malicious insider to modify Shamir‟s data in the clouds as the data 

are hidden by using Shamir‟s secret sharing algorithm. In addition, Shamir‟s data are related to service 

availability because of the replication of Shamir‟s data into multi-clouds in our TMR-MCDB.  

Security is a complement of dependability [2]. Avizienis et al. [13] provide definitions for these 

attributes. Features such as a high degree of data output trustworthiness, service availability, and protection 

are the result of a high degree of service dependability which is a very important property in the cloud 

computing environment. Since cloud computing is large-scale and its applications are accessible anywhere at 

any time, service dependability in the cloud environment becomes more significant and difficult to achieve 

[20]. In other words, increasing service dependability of cloud computing is important in order for its 

potential to be realized [12]. The relationship between service dependability and data security in cloud 

computing is shown in Figure 1 [13]. 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 1.Relationship between Dependability and Security. 

 

As shown in Figure 1, security is a complement of dependability in cloud computing.  According to 

Avizienis et al. [13], security has not been classified as an attribute of dependability. Our work aims to 

increase the level of Shamir‟s data output trustworthiness in the proposed model to improve service 

dependability and thereby enhance security.  
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3. BACKGROUND  

This section explains Shamir‟s secret sharing algorithm which will be used in the proposed model. 

In addition, it covers the technique of redundancy which will be applied in the proposed TMR-MCDB model. 

 

3.1. Secret sharing approach 

Agrawal et al. [1] discussed the issue of information distribution with the aim of showing that there 

is an orthogonal approach which is based on information distribution instead of encryption in the area of data 

and computer security. The need to communicate important or private information from one party to another 

motivated most of the work on data security.  

Agrawal et al. [1]  introduced Shamir‟s secret sharing algorithm [18] as a solution to the privacy 

issue. The algorithm proposed dividing the data D into (n) pieces (D1….Dn) in such a way that knowledge of 

any k or more of Di pieces makes the value of D known. Therefore, a complete knowledge of (k – 1) pieces 

reveals no information about D and k should be less than n to keep the value of shares unconstructible and 

ensure that the adversary cannot access k data pieces. Shamir‟s method theoretically secures information. 

In addition, by using a (k,n) threshold scheme with n = 2k – 1, Agrawal et al. [1] show that a strong 

key management scheme can be achieved. The goal is to take a distributed approach to secure DaaS, the 

reason being that they want to explore the use of a secret-sharing approach and multiple service providers. 

The advantage of this approach is that it addresses both privacy-preserving querying and the data security of 

outsourced data [7]. We used Shamir‟s secret sharing approach in our previous research [5].  

 

3.2. Redundancy Techniques 

This section discusses redundancy techniques and also explains TMR techniques with majority 

voting which is one type of redundancy technique. In addition, it describes the sequential method. The 

advantage of exploring these techniques in relation to our newly proposed TMR-MCDB model is to improve 

system dependability which encompasses data output trustworthiness. In our case, we focus on Shamir‟s data 

output trustworthiness. 

Johnson [14] defines redundancy techniques as “the addition of information, resources, or time 

beyond what is needed for normal system operation”. Although the system will have enhanced capabilities by 

using the redundancy technique, there will be a significant effect on the system in relation to performance, 

size, power consumption, etc. [14]. This research will provide in depth detail regarding the application of 

hardware redundancy techniques in our multi-cloud model. 

 

3.2.1. Triple Modular Redundancy 

Triple modular redundancy (TMR) is the main type of hardware redundancy which is identified by 

the triplication of hardware or modules. In this conventional TMR technique, three identical modules execute 

the same task in parallel. The output of the three identical modules is determined by majority voting inside 

the voter in the TMR technique. When majority voting of the three modules is undertaken, this means the 

voter identifies the output from two of the modules or hardware which is fault free. If one of the three models 

is faulty, the other two models will mask and hide the result of the faulty module and prevent errors being 

generated Johnson [15]. Figure 2 provides a general overview of the TMR technique [14]. In addition, Lyons 

and Vanderkulk [16] explain the concept of TMR as originally envisaged by Neumann [21], where the three 

identical modules in Figure 2 may be computers or less complex units.  

The circle labeled „voter‟ in Figure 2 is called the majority organ by Von Neumann, whereas Lyons 

and Vanderkulk [16] called it the voting circuit because it delivers the majority opinion as an output after 

accepting the input from the three modules. According to Shinohara and Watanabe [19], the output result will 

be received after majority voting has taken place. The voting circuit is responsible for disregarding the 

module that receives the single event upset and takes the correct value from the other two modules. The TMR 

technique with majority voting is a common method that has positive effects on single-event upsets [19]. The 

purpose of using the TMR technique is to address computer reliability requirements [14, 16, 19]. Our model 

will not focus on the reliability of the whole system, rather, it focuses on Shamir‟s data output 

trustworthiness (see section 2.3). 
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Figure 2. General overview of TMR technique [14]. 

 

Figure 2 illustrates the data output trustworthiness of the redundancy system. Since there is an odd 

number of modules providing input, majority voting is used [19]. The redundancy system will not fail if two 

of the three modules have not failed, or if none of the three modules fails. In other words, the failure of a 

single module will not cause the whole system to fail.  Hence, the TMR system uses two-of-three majority 

voting to ensure the data output trustworthiness of the system. The failure of the three modules is 

independent [19]. 
 

3.2.2. Sequential Method 

Shinohara and Watanabe [19] discussed the sequential method which is the simplest method and is 

similar to the TMR technique. In terms of modules, there is no replicating for three modules similar to the 

TMR method, but a single module is implemented as hardware, and the software execution is executed three 

times on the hardware. The output results will be taken after majority voting occurs on the three executions 

on the hardware. The sequential voting method will eliminate the single event upsets in the cycle, so that if 

there is a single event upset, the system will work perfectly [19].  

The number of execution cycles will be decreased by the sequential voting method. For example, if 

the result of the first and the second cycle is the same, then there will be no need to execute the third cycle 

because the voting result will not be affected by the third execution result. Therefore, if a single event upset 

occurs, a triple times execution cycle must be executed. However, Shinohara and Watanabe [19] assumed 

that if an error occurs on the hardware, the system will not recover and hence will not be able to function 

properly.  Hence, the reliability of the sequential method is not high [19].  

 

4. SYSTEM MODEL 

In this section, we overview the new features in the newly proposed TMR-MCDB model. The 

purpose of the proposed model is to avoid the risk of malicious insiders in the cloud and to prevent the failure 

of cloud services. As mentioned earlier, the use of TMR techniques improves Shamir‟s data output 

trustworthiness of the system. It is assumed that there is a benefit from adapting the TMR technique and the 

sequential method to our proposed TMR-MCDB model to improve data output trustworthiness, additional to 

the previously used Shamir‟s secret sharing algorithm and the multi-share technique to improve the level of 

security in the proposed model. Security risks [4], [11], such as a loss of data integrity, data confidentiality, 

and service availability will be examined in the model. 

       TMR-MCDB provides database storage in multi-clouds. The TMR-MCDB model (see Figure 3) 

does not preserve security by a single cloud; rather, security and privacy of data will be preserved by 

applying a multi-share technique [7] on multi-clouds. By doing so, it avoids the negative effects of a single 

cloud, reduces the security risks from malicious insiders in the cloud computing environment, and reduces 

the negative impact of encryption techniques [3]. 

TMR-MCDB preserves the security and privacy of the user‟s data by replicating data among several 

clouds, using the secret sharing approach and the TMR technique with the sequential method. It deals with 

the cloud manager to manage and control the operations between the clients and the multi-clouds inside a 

super cloud service provider (CSP).  

 

5. SYSTEM DESIGHN  

This section will discuss the architecture for the proposed TMR-MCDB model and shows the 

communication protocol of this model. In addition, it explains how the users can run queries through the 

model in a secure and private way. Furthermore, it describes how the cloud manager manages the data and 

divides them into shares and distributes these shares into different clouds (C) inside a super cloud service 

provider. Voting takes place inside the cloud manager component which is responsible for voting the 

retrieved result from the clouds before sending it to the user. 

 

5.1.  Architecture Overview 

The three main components of the TMR-MCDB model are: the cloud manager, the communication 

protocol, and the cloud-side (see Figure 3). First, the cloud manager is responsible for submitting queries 

from clients to the clouds and applying Shamir‟s secret sharing algorithm on the confidential data. In 

addition, it is responsible for voting the retrieved result from the clouds before it has been sent to the client. 

Second, the communication protocol ensures the security and privacy of requests between clients and clouds. 

Third, the cloud-side is responsible for performing the client‟s queries on the converted data before sending 

responses to the cloud manager.  
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      TMR-MCDB contains three layers (Table 1): the presentation layer, the application layer, and the 

data management layer. The presentation layer contains the end user‟s browser and HTTP server, the 

application layer contains the servlet engine and the management layer consists of the cloud manager and the 

cloud service provider. 

  

5.2. Communication Protocol 

As shown in Figure 3, a user sends a query using a user interface and a web browser through an 

HTTP request. The HTTP server plays a major role in communication between the web browser and the 

application. The user's query will be sent from the HTTP server to a Servlet Engine by an application request. 

Hereafter, the communication between the Servlet Engine and the cloud manager is done by a JDBC 

protocol. When the query arrives at the data source, the cloud manager will manage the query and send it to 

the C. After the result of the query is returned to the cloud manager, the cloud manager returns the query 

result to the Servlet Engine and then the HTTP server returns the result of the query to the user interface 

again. The benefit of the HTTP server is it facilitates communication between the two components: the user 

browser and the Servlet Engine.  

As shown in Figure 3, the process of polynomial functions and voting technique operate within the 

cloud manager component. Data is sent and stored directly into the clouds and there is no need to store a 

copy of the user‟s data in the cloud manager. The proposed TMR-MCDB model will benefit from the voting 

technique as it will improve data output trustworthiness.  

 

Table 1: TMR-MCDB Layers. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

5.3. Cloud Manager and Clouds with TMR 

As mentioned previously, the TMR-MCDB model (see Figure 3) contains a cloud manager 

component which is responsible for generating and computing polynomial functions. It is also responsible for 

conducting majority voting in relation to the retrieved result from the clouds and in doing so, detects the 

faulty cloud inside the super cloud. The cloud manager component is placed in the client-side and outside the 

public cloud (within the company network or in a private cloud).  

Shamir‟s secret sharing approach has been extended to suit the proposed TMR-MCDB model. In 

this section, we describe the data flow from the cloud manager to the multi-clouds inside a super cloud 

service provider in our proposed model. The cloud manager divides the data into n shares and stores each 

share in different Cs (see Figure 4). After this, the cloud manager generates a random polynomials function 

in the same degree for each value of the important attribute that the client wants to hide from the untrusted 

cloud. The polynomials are not stored at the data source inside the cloud manager but are generated at the 

front (when the query is received from the user at the cloud manager) and the end of the query processing 

(when the value is retrieved from C) at the data source. When a user‟s query arrives at the cloud manager, the 

cloud manager rewrites n queries, one query for each C and there are n Cs. After this, the relevant share will 

be retrieved from the C. 

For example, the rewritten query for C1 retrieves all workers whose salary is share(2000,1) where 

the secret value is the salary 2000 and the cloud order is C1. To find share(2000,1), the data source D first 

generates polynomials for the secret value salary 2000 and the position for the value in the share q2000
(xi).

 

After retrieving the relevant tuple from C, D computes the secret value to send to the client through a secured 

and private network. The secret sharing method can be applied to execute different types of queries such as 
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exact match, range, and aggregation queries. More details regarding the procedures of these types of queries 

in TMR-MCDB model can be found in [17] 

As previously discussed, the most critical part in the TMR technique is the voter that utilizes the 

majority voting on the output results of the three modules (in our case, three clouds).  

The voter is located inside the cloud manager in the TMR-MCDB model. Regarding the retrieved 

shares from Cs, the shares of the three clouds will go into the voter inside the cloud manager. If the voter 

receives the output from C1 and C2 after the cloud manager has constructed the polynomial functions of the 

results, and the results are similar, there is no need to retrieve the result of C3. In other words, if two of the 

three C‟s results are the same, then there is no need to execute the third C, because the voting result will not 

be affected by the execution of the third cloud result. This is dependent on the combination between the TMR 

technique and the sequential method as described in section 3.2.1. 

There are many benefits from adding a voter in the proposed TMR-MCDB model, for example, 

error detection in Cs. In addition, it increases data output trustworthiness in the proposed model. 

Furthermore, the number of execution clouds will be decreased by the sequential voting method. 

The final action after majority voting has been applied on the output from the clouds is that the voter 

will send the voted result to the concerned requester. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 3.General Architecture of TMR-MCDB Model. 

 

6. ANALYSIS AND EVALUATION 

This section discusses four issues. Firstly, it describes the TMR-MCDB data flow and the 

architecture of cloud manager components with the voting technique. Secondly, it explains data storing and 

data retrieval procedures in our newly proposed model. Finally, it analyzes and compares the proposed TMR-

MCDB model and the single cloud service model in terms of data integrity, data confidentiality and service 

availability.  
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(assuming the data is a numeric value, for example, worker‟s salary) into three shares and storing them in 

different Cs, the cloud manager generates random polynomial functions with degrees at the same level, one 

for each C to be stored in different Cs.  

For data retrieval, the user's query should arrive at the cloud manager and the cloud manager should 

rewrite the three queries to retrieve the result from the Cs. Then, the cloud manager computes the secret value 

of the output result from the Cs to send them to the voter. The voter applies majority voting on the result 

which has been computed by the cloud manager. After the voting procedure has taken place, the cloud 

manager will send the results of the vote to the concerned requester. 

We provided experiments [10] to evaluate and compare TMR-MCDB model with other cloud 

cryptographic based model while the evaluation and the comparison of the types of TMR-MCDB model 

discussed in [6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Procedure between Cloud Manager and Cs. 

 

6.2. Architecture of the Cloud Manager with the Voting Technique 

This section describes, in more detail, the cloud manager components and the procedures between 

them. The cloud manager is considered the most critical part in the proposed TMR-MCDB model as it is the 

control centre of the model. As mentioned before, the cloud manager component is located in the client-side 

and outside the public cloud (within the company network or in a private cloud). We are aware that the 

decision to run the cloud manager in a trusted platform and outside the cloud storage platform incurs a 

communication cost, however it is reasonable to keep the secret keys of Shamir‟s data and the polynomial 

functions away from untrusted cloud. The two most significant procedures in the cloud manager are the 

storing and retrieving procedures. The cloud manager consists of five components: receiver unit, interpreter 

unit, data source unit, sender unit and voter unit, as shown in Figure 5. 

In relation to the storing procedure in the TMR-MCDB model, the database provider sends data to 

the cloud manager to be received by the receiver unit inside the cloud manager. The receiver unit divides the 

received data that the user wants to hide from the unsafe clouds into n shares or clusters (in our case, there 

are three shares because we are dealing with three clouds). After the receiver unit has divided the data 

(assuming the data is a numeric value, for example, a worker‟s salary) into three shares to store them in 

different Cs, the receiver unit sends the shares to the interpreter unit inside the cloud manager. The interpreter 

unit (see Figure 6) generates random polynomial functions with degrees at the same level, one for each 

worker‟s salary in the WORKER table with the actual salary as the constant part of the function. These 

values will then be stored in different Cs. 

For this scenario, the value of n = 3 and k= 2. Note: n=2k-1(see section 3.1). In addition, the 

interpreter unit uses the secret information X values (x1=3, x2=1, x3=2) to create the secret values Vs. The 

secret information with polynomial functions is stored in array lists inside the data source in the cloud 

manager.  

The sender unit sends the hidden values to be stored in the clouds. Figure 6 illustrates the data 

distribution procedures between the cloud manager components and the clouds.  
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Regarding data retrieval, the requester sends a query to the cloud manager as, by this stage, the 

user's query should have arrived at the receiver unit inside the cloud manager. The receiver unit sends the 

requester‟s query to the interpreter unit to rewrite the three queries, one for each cloud, to retrieve the 

converted information from the clouds. After the receiver unit has received the results from the clouds, it 

sends the results to the interpreter unit to re-execute the polynomial functions for each result. After 

computing the secret values of the results from the Cs, the sender unit sends the three executed results to the 

voter unit. Consequently, the voter unit applies majority voting on the output results from the sender unit 

inside the cloud manager. As a result of majority voting, if the voter unit receives the output from C1 and C2 

after the interpreter unit has constructed the polynomial functions of the output result, and the output results 

are the same values, then re-execution of the result of C3 is not required because the voting result will not be 

affected by the execution of the third cloud output result. As discussed earlier, applying redundancy 

techniques is beneficial to our multi-clouds model. Finally, the sender unit inside the cloud manager receives 

the voting results from the voter unit and then sends the results to the concerned requester. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Cloud Manager Components. 

 

 

 There are many benefits of using voting techniques in the proposed TMR-MCDB model, for 
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Figure 6. Data Distribution between Cloud Manager and Multi Cs. 
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Rationale. Error detection is one of benefits of voting in redundancy techniques. The redundancy of clouds 

in the TMR-MCDB model and the use of the voting technique have a positive impact on error detection in 

faulty clouds. The cloud manager can detect a faulty cloud if there are differences between the results of 

clouds. The faulty cloud will be identified and its result will be disregarded after it has been detected by the 

voter unit in the cloud manager. In addition, the voter helps to recover data which is determined to be 

erroneous. For example, if the voter indicates that C1 is a faulty cloud, the output result of C2 should not be 

the same as the output result of C1, after the execution of the polynomial function of both retrieved shares 

from both clouds by the interpreter unit. This depends on the procedure of data retrieval in the TMR-MCDB 

model. In other words, the voter unit simply compares the outputs from the clouds with the first received 

output result; if the values do not match, an error has occurred at some point during the transmission. An 

error could occur randomly from one of the three clouds and consequently the presence of the voter unit is 

vitally important to detect errors in clouds.  

There are many benefits of data replication among multi-clouds, since the voter does not have to ask 

the faulty cloud to retransmit the data, rather the voter can obtain the result from a non-faulty cloud. Thus, the 

use of the voter unit inside the cloud manager in the proposed TMR-MCDB model is helpful in the area of 

error detection and to identify the faulty cloud, in addition to data recovery in the faulty cloud. 

 

Assumption 2. Another benefit of using the voting technique in the TMR-MCDB model is the improvement 

of Shamir‟s data output trustworthiness. 

Rationale. Data trustworthiness is one of the most important aspects of any system. Weakness in data output 

trustworthiness causes weakness in the system‟s results which affects the user‟s queries or causes the system 

to fail. Component failure may occur in any system if there is no technique to measure or to addresses data 

trustworthiness in the system. Ensuring a system has a trusted management life cycle and that the system‟s 

components perform in the manner in which they have been designed is extremely important. A cloud service 

provider should ensure that stored data is not modified or changed in any way by an untrusted cloud.The 

redundancy technique is one of the techniques which help in measuring the data trustworthiness in the 

system. In other words, if one system component fails, an alternate component can be used and the system 

can still operate, meaning that data is backed up. Hence, using redundancy techniques together with system 

failure detection can lead to a high level of system data trustworthiness. 

As mentioned previously, the advantage of employing TMR techniques is to improve Shamir‟s data 

output trustworthiness in the proposed TMR-MCDB model. Majority voting is considered to be the key 

factor in TMR techniques because it increases the data trustworthiness of the redundancy system. Since there 

are an odd number of results coming from the clouds, majority voting is undertaken by the voter unit in the 

TMR-MCDB model. The redundancy system in the clouds will not fail if two of the three clouds do not fail, 

or if none of the three clouds fails. In other words, the failure of a single cloud will not damage the operation 

of the whole system. Therefore, the result from the voter unit is more trusted because it is generated after 

comparing the results from at least two clouds. Hence, the TMR system uses two-out-of-three majority 

voting to ensure the data trustworthiness of the system. 

 

Assumption 3. The number of cloud executions should be decreased in the TMR-MCDB model as a result of 

the sequential voting method.  

Rationale. It is clear that the use of sequential majority voting techniques have had a positive impact on 

cloud execution in the TMR-MCDB model. The output results will be taken from a cloud manager after 

majority voting occurs on the three execution results from the clouds. The sequential voting method will 

eliminate faulty cloud event upsets in the cycle if there is a single cloud event upset. The number of cloud 

execution cycles will be reduced by the sequential voting method. For instance, if the output of the first cloud 

and the second cloud cycles are similar, it is unnecessary to execute the third cloud execution cycle because 

the voting result will not be affected by the third cloud execution cycle. Simply, if any of the clouds fail, then 

a triple cloud execution cycle must be applied. In other words, as shown in Figure 7, in cycle 1, the voter unit 

will execute cloud 1 whereas cloud 2 will be executed in cycle 2 by the voter unit in the TMR-MCDB model. 

If the output of the executed results is the same, then it is unnecessary to execute cycle 3. However, if the 

results of the two clouds are different, the third cycle should be executed. Thus, the faulty cloud will be 

identified. Although the time cost is increased with the increased number of cycles in the TMR-MCDB 

model, majority voting techniques may reduce the execution cycle of clouds which decreases the time cost of 

cloud executions. 
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Figure 7.Cloud Life Cycle execution, adopted from [19]. 
 

6.3. Data Storing Procedure 

The data storing procedure in the TMR-MCDB model involves data distribution from the data 

provider to multi-clouds inside a super CSP. This is done after executing the polynomial functions on the 

data. Figure 8 shows the TMR-MCDB-Store algorithm (Algorithm 1). The key idea of the TMR-MCDB-

Store algorithm is to first (line 4) receive the data from the client or data provider to be stored in the clouds. 

Subsequently, the receiver unit inside the cloud manager divides the data into n shares (line 5). Then, (line 7) 

the interpreter unit inside the cloud manager generates random polynomial functions with the degree at the 

same level, one for each C to be stored in different Cs. The following acronyms will be used in the 

algorithms: Data provider (DP), Receiver Unit (RU), Interpreter Unit (IU), Sender Unit (SU), Data storage 

(DS), Voter Unit (VU), User (U), Data (D), and Cloud (C). 

 

6.4. Data Retrieval Procedure 

The data retrieval process in the TMR-MCDB model starts with rewriting the received query from 

the user in the cloud manager (n number of queries) and then sends these queries, one for each C, after 

constructing the polynomial functions and the order for the secret values. The shares will be returned to the 

cloud manager in parallel to compute the polynomial function on the returned values. Consequently, the 

sender unit sends the three executed results to the voter unit in parallel. As a result, the voter unit applies 

majority voting on the output from the sender unit inside the cloud manager to determine whether the result is 

trusted and if so, sends this to the user in a secure way. 

Figure 9 shows the TMR-MCDB-Retrieve algorithm (Algorithm 2). The purpose of the TMR-

MCDB-Retrieve algorithm is to first (line 4) receive from the client the query to be sent to the clouds through 

the receiver unit in the cloud manager. Consequently, the interpreter unit inside the cloud manager rewrites 

the three queries (line 5) to retrieve the result from the Cs. After this, (line 7) the interpreter unit inside the 

cloud manager computes the secret value of the output from the Cs to send them to the voter. Then, the voter 

unit applies majority voting (line 12) on the computed result before it is sent to the user. 

 

 

 

 

Algorithm 1: TMR-MCDB-Store  

1 Procedure TMR-MCDBStore(D) 

2 Begin 

3 DP sends D 

4 RU ←D 

5 RU divide  D into (n) shares (D1….Dn)  

6               Where   n = 2k – 1 AND k<n 

7 IU Generates q(x) for each  vs Where 
8 

   
9 DS=[x1=3, x2=1, x3=2, ...] 

10 SU Sends (D1….Dn)  into Cs  

11 Cs.DS ←(D1….Dn)  

12 END 

 

Algorithm 2: TMR-MCDB-Retrieve 

1 Function TMR-MCDBRetrieve(query) 

2 Begin 

3 U sends query 

4 RU ←query  

5 IU write (n) query for each C  

6 Cs ←queries 

7 Cs sends results 

8  RU ←results 

9 IU Re-execute q(x) for each Vs 

10 SU sends executed Vs to VU 

11 VU ←Vs 

12 VU majority voting  results 

13 SU ←Vs 

14 U ←Vs 

15 END 

 

Figure 8.TMR-MCDB-Store Algorithm. 

 

Figure 9.TMR-MCDB- Retrieve Algorithm 

7. CONCLUSION  
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It is clear that although the use of cloud computing has increased rapidly, cloud computing security is a 

major issue in the cloud computing environment. Customers do not want to lose their private information as a 

result of malicious insiders in the cloud. In addition, data integrity and data confidentiality leads to many 

problems for the users of cloud computing. Furthermore, recently, the loss of service availability has caused 

many problems for a large number of customers. This paper focuses on the issues relating to service 

dependability and data security aspects in cloud computing. Service dependability is one of the most 

important factors in enhancing data security in the cloud computing environment. The purpose of this work is 

to propose a new model called TMR-MCDB which uses Shamir‟s secret sharing algorithm with multi-clouds 

instead of a single cloud. In addition, the TMR-MCDB model adopted TMR techniques with a sequential 

method to improve Shamir‟s data output trustworthiness of our model which enhances service dependability. 

This paper discussed the architecture of the model, as well as the model‟s components and layers.  

The aim of the proposed model is to reduce data security risks that occur in cloud computing and 

improve Shamir‟s data output trustworthiness. At this stage, we have compared our proposed multi-clouds 

model with the Amazon cloud service as a single cloud model. As a result of this comparison, it has been 

shown that the multi-cloud model is superior to the single cloud model in addressing security issues in cloud 

computing. For future work, we plan to compare our model with other multi-cloud models, and propose an 

improved model. In addition, further analysis of service dependability and security in the context of the 

TMR-MCDB model will be undertaken. TMR-MCDB will be deployed and systematically tested in the 

private cloud computing environment to prove the finding on a real world application. 
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