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 Resource provisioning based on virtual machine (VM) has been widely 

accepted and adopted in cloud computing environments. A key problem 

resulting from using static scheduling approaches for allocating VMs on 

different physical machines (PMs) is that resources tend to be not fully 

utilised. Although some existing cloud reconfiguration algorithms have been 

developed to address the problem, they normally result in high migration 

costs and low resource utilisation due to ignoring the multi-dimensional 

characteristics of VMs and PMs. In this paper we present and evaluate a new 

algorithm for improving resource utilisation for cloud providers. By using a 

multivariate probabilistic model, our algorithm selects suitable PMs for VM 

re-allocation which are then used to generate a reconfiguration plan. We also 

describe two heuristics metrics which can be used in the algorithm to capture 

the multi-dimensional characteristics of VMs and PMs. By combining these 

two heuristics metrics in our experiments, we observed that our approach 

improves the resource utilisation level by around 8% for cloud providers, 

such as IC Cloud, which accept user-defined VM configurations and 14% for 

providers, such as Amazon EC2, which only provide limited types of VM 

configurations. 
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1. INTRODUCTION 

Driven by the rapid growth of the demand for efficient and economical computational power, cloud 

computing [1], has led the world into a new era. By using virtual machines (VMs), cloud providers deliver 

virtual computational resources, such as computational power, storage space and network, in such a way that 

cloud users are able to consume them over the Internet as services. For example, many large cloud providers 

such as Amazon EC2 [2], GoGrid [3] have made great success, which encourage more traditional data 

centres to get involved into this business. However, unlike those giant providers, small and medium sized 

cloud infrastructure providers still find difficulties in answering some of the critical questions for their cloud 

resource management mechanisms. They, in particular, normally have limited resources and are short of 

proper knowledge for better resource scheduling in order to reduce their operating costs that is crucial to their 

business success. Therefore, properly scheduling cloud resource definitely helps small and medium sized 

cloud infrastructure providers to make great success [4] as the virtualisation technology coupled with cloud 

reconfiguration algorithms enables more efficient cloud resource utilisation in Internet Data Centres.  

Resource scheduling has been widely studied and adopted in the cloud infrastructure [5, 6]. 

However, static resource scheduling results in inefficient resource utilisation in the cloud infrastructure. For 

example, VM placement is a static resource scheduling approach that allocates newly created VMs to 

physical machines (PMs) in the cloud infrastructure normally lead to PM resources not efficiently utilised. 

This is because there are always some resources left in the PMs, such as CPU and memory resources, etc. 
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The remaining resources normally do not meet VM resource requirements from the cloud users. In the other 

words, we consider the remaining resources as non-utilisable resources. Therefore, cloud reconfiguration 

algorithm is one of the dynamic resource scheduling approaches that has been developed to address this 

problem and try to increase the amount of utilisable resource in the Cloud infrastructure. However, the cloud 

reconfiguration algorithm normally results in high migration costs due to ignoring the multi-dimensional 

characteristics of VMs and PMs. 

In this chapter, we firstly describe two types of cloud resource scheduling approaches and discuss 

their advantages and disadvantages. We then present and evaluate a new cloud reconfiguration algorithm for 

improving resource utilisation for the cloud infrastructure by considering the multi-dimensional 

characteristics of logical machines. By using a multivariate probabilistic model, the algorithm selects a subset 

of PMs for VM re-allocation that are then used to generate a reconfiguration plan. We then present two 

heuristics metrics that exhibit the multi-dimensional characteristics of VMs and PMs. By combining these 

two heuristics metrics in our experiments, we observed that our approach improves the utilisable resource 

level by around 8% for providers, such as IC Cloud, which accept user-defined VM configurations and 14% 

for providers, such as Amazon EC2, which only provide limited types of VM configurations. 

 

2. CLOUD RESOURCE SCHEDULING APPROACHES 
In order to drive the cloud providers to success, cloud resource scheduling is one of the most 

important and essential VM cloud resource management mechanisms that must be handled accurately and 

effectively. For example, it allocates a newly created VM to one of the PMs in the data centre, migrates VMs 

from one PM to another in order to avoid hotspot or improve resource utilisation in the cloud infrastructure. 

In general, there are two types of cloud resource scheduling approaches: static resource scheduling approach 

and dynamic resource scheduling approach. 

 

Static Resource Scheduling Approach 

The static resource scheduling approach is an approach that allocates cloud resources without 

resource re-allocation. For example, VM placement that allocates a newly created VM to one of the PMs in 

the cloud infrastructure, this operation does not involve any VM re-allocation once a VM is allocated. 

 

Dynamic Resource Scheduling Approach 

The dynamic resource scheduling approach is an approach that re-allocate cloud resources according 

to the current cloud resource utilisation. For example, VM migration is used to avoid hotspot or improve 

resource utilisation in the cloud infrastructure by re-allocating VMs to other PMs. Server consolidation is a 

way to reduce energy consumption in data centres in order to achieve the goal of green computing. This 

approach re-allocates all VMs in a PM to other PMs so as to safely shut down the PM. 

 

2.1. Static Resource Scheduling Approach 
As we mention earlier, VM placement is a static resource scheduling approach that allocates a newly 

VM to PMs in the cloud infrastructure using a resource scheduler without VM re-allocation. For example, the 

resource utilisation of PMs in the cloud infrastructure is determined at cloud user request submission time. 

When a request of VM placement is accepted, the resource scheduler monitors the current resource utilisation 

in PMs and determines the best location for a newly created VM to be allocated among those PMs as shown 

in Figure 1. Once the newly created VM was allocated, it would not be re-allocated. 

 

 
Figure 1. A typical example of VM placement 

 

However, the static resource scheduling approach has the following drawbacks:   

 

 The static resource scheduling approach tends to produce more remaining resources in PMs 

as VM resource requirements of cloud users are unpredictable, and the remaining resources 

in some of the PMs could not meet normal VM resource requirements from cloud users. 

This leads to new VMs could not be allocated to some of the PMs. Therefore, the resources 
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in some PMs become non-utilisable. For example as shown in Figure 1, there are two PMs 

with 8 GB memory respectively and hosting a few number of VMs. We can easily see that 

there are some remaining resources (1 GB memory) in PM 1. The remaining resource of 

PM 1 could not be used for hosting a new incoming VM with 2 GB memories, as the VM 

requires more memory resource (i.e. 1 GB more) so as to be allocated to the remaining 

resource in PM 1. Therefore, the new VM will be allocated to PM 2 where there is enough 

memory to meet the VM resource requirement. The remaining resources in PM 1, however, 

unlikely to meet VM resource requirements of cloud users. It will then be considered as 

wasted resource, or non-utilisable resource. 

 
Figure 2. A typical example of memory balloon 

 

 Memory balloon and CPU virtualisation are widely supported features of virtualisation 

technology. Memory balloon is a virtual memory management technique used to free 

unused memory. Having multiple VMs on a single PM requires virtual memory 

management techniques to control resource sharing and to prevent shortage. The use of 

CPU virtualisation is to allow two separate computers running on a single PM.  

These virtualisation technologies enable cloud users to configure their resource 

requirements, such as VM memory size [7] and CPU number, at operation time, which 

makes the resource scheduler work less efficient. For instance as shown in Figure 2, at a 

request time, a cloud user submits a VM resource requirement with 2 GB memory to a PM 

with 7 GB memory but he then changes the memory size to 4 GB later. If many users on a 

same PM are trying to execute the same operation, some of their requests may fail due to 

the unavailability of the resources in the PM, in this example, another VM also requires 4 

GB memories, but the request will be failed due to unavailability of physical resources in 

the PM.  

These two reasons make the static resource scheduling approach unfit, and instead, requiring 

dynamic re-allocation. Therefore, a dynamic VM re-allocation on the PMs is required for improving 

utilisable resource in the cloud infrastructure. This is referred as the dynamic resource scheduling approach. 

 

2.2 Dynamic Resource Scheduling Approach 
Due to the nature of elasticity of cloud resource provision, only applying the static resource 

scheduling approach cannot optimally improve the resource utilisation in the cloud infrastructure. Some 

cloud infrastructure providers are tackling this problem using resource reservation approach [8]. They require 

cloud users to setup a lower and an upper bound of the requested resource in the SLA in order to manage 

cloud resource scheduling properly. For example, a cloud user can set its minimum memory size to be 1 GB 

and the maximum memory size to be 4 GB. However, in the worst scenario case, i.e. in a limited resource 

environment, this would cause a huge amount of resource being wasted. This is because the cloud user may 

scale the resources down to the lower bound (i.e. 1 GB memory) for saving cost during the operation time. 

Even though the unused resources were released, the cloud infrastructure provider could not re-allocate the 

resource to other cloud users as the released resource are reserved so as to guarantee the cloud user may 
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require some extra resources up to the upper bound (i.e. 4 GB memory) of the resource stated in the SLA in 

the future. This is a common problem for those small and medium sized cloud infrastructure providers as 

they have limited cloud resource. 

We can clearly see that, in order to efficiently utilise the PM resources without affecting cloud users' 

normal operations, runtime resource re-allocation is required. We call this runtime resource re-allocation as 

the dynamic resource scheduling approach.  

There are two cases that occur in a cloud infrastructure provider's day-to-day operation where 

resource re-allocation needs to be carried out: 

 

Use Case 1 

We assume the cloud infrastructure provider only has two PMs (PM 1 and PM 2) and each has 20 

GB memory, running five VMs in total as shown in Figure 3. PM 1 hosts 4 VMs (from VM 1 to VM 4), each 

with 2 GB memories. VM 5 with 12 GB memories is running on PM 2. If a cloud user submits a request for 

16 GB memories, there is no sufficient memory for it on either PMs and therefore resource re-allocation 

needs to be executed. 

 

 
Figure 3. Resource Re-allocation for Two PMs 

  

Use Case 2 

Multiple VMs are located on the same PM trying to extend their resources to larger scales. As a 

result, the sum of the requested resources exceeds the capacity of the underlying PM. Resource, therefore, 

needs to be re-allocated. For example, we assume that there are just two PMs with 6 GB respectively in a 

data centre as shown in Figure 4. They both have memory capacity of 6 GB. Two VMs on PM 1 occupy 2 

GB memory and three VMs on PM 2 occupy 4 GB memory. VM 1 and VM 2 on PM 2 are both required to 

scale up their memory to 3 GB. However, scaling up the memory for both VM 1 and VM 2 at the same time 

will cause the occupied memory reaching 7 GB that exceeds the 6 GB memory capacities on the PM 2. The 

only possible solution is to move either VM 1 or VM 2 to the PM 1 where there is enough free memory space 

(4 GB) for either VM 1 or VM 2 to scale up its memory. 

 

 
Figure 4. Resource Re-allocation for VM adjustment 

 

Both use cases require VMs to be moved around in order to improve the utilisable resource in the 

cloud environment. Fortunately VM migration provides us a good foundation for such a dynamic resource 

management mechanism, i.e. static and live migrations, where static migration is a migration that requires a 
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VM shutdown before VM re-allocation, whilst live migration is a migration that enables on-the-fly VM re-

allocation. 

 

3. MULTI-DIMENSIONAL CHARACTERISTICS  
Dynamic resource provisioning has been widely accepted and adopted in the cloud infrastructure. 

As we mention earlier, static resource scheduling leads to non-utilisable resources in PMs. Even though some 

existing cloud reconfiguration algorithms have been developed to address this problem and try to improve 

resource utilisation in the cloud infrastructure, they normally result in high migration costs and low resource 

utilisation in the cloud environment due to ignoring the multi-dimensional characteristics of VMs and PMs.  

 

3.1. VM Configuration 
In generally, a VM configuration is defined by cloud users who specify their required amount of 

resources, i.e. VM resource requirements, such as number of CPUs and memory sizes, etc.  

Nowadays, there are two ways to define VM configurations offered by different cloud infrastructure 

providers. The VM configuration offerings can be classified as provider-defined configuration and user-

defined configuration respectively. 

 

Provider-defined configuration 

For the provider-defined configuration, cloud infrastructure providers, such as Amazon EC2, 

GoGrid, predefine limited number of types of VM configurations for cloud users. For example, Amazon EC2 

offers 10 types of VM configurations for cloud users to choose. 

 

User-defined configuration 
For the user-defined configuration, Cloud infrastructure providers, such as IC Cloud [9], allow their 

cloud users to define VM configurations that meet their needs.  

 

After a VM configuration is decided by a cloud user, it will be sent to a cloud infrastructure provider 

for approval. If the requested resources are available in the cloud infrastructure, the request will be accepted 

and then the cloud infrastructure provider will create and allocate the requested VM to a suitable PM. We 

refer this as VM placement. This strategy ensures that all VMs in the cloud infrastructure do not compete 

with each other in the same PM in a way that they have sufficient CPU and memory resources available as 

requested by cloud users.  

 

3.2. Vector Representation 

In a data centre, there are a set of   number of PMs,                        with   
    , each of which hosts   number of VMs,                . In addition, there are   types of 

resources in a PM, for instance, CPU cycles, CPU cores, RAM size, network bandwidth and disk size, etc. 

A VM-to-PM mapping is a mapping between VMs and their hosting PMs, i.e. the allocation of VMs to its 

hosting PM. In order to achieve better resource utilisation in the cloud infrastructure, a good VM-to-PM 

mapping is essential. The problem of creating a good VM-to-PM mapping is an instance of the MDBP 

problem [10, 11], in which the PMs represent the bins and VM the items to be packed. However, it is well 

known that finding optimal solutions to MDBP problem is NP-hard. Hermenier et. al. [12]  model the MDBP 

problem as a Constraint Satisfaction Problem (CSP) which can determine a globally optimal solution but it is 

computationally expensive. Therefore, they impose a time limit for the computation that could lead to the 

output being not as good as heuristic approaches. Therefore, various heuristic approaches have been 

developed to provide good results in a reasonable amount of time. Polynomial time approximate solutions 

(PTAS) [10] is proposed to solve the problem with a low approximation ratio. The static re-allocation 

approach [13] is a simple heuristic for the MDBP problem and applies it to minimise the number of PMs 

required to host a given web traffic. Nathuji et. al. have applied a First-Fit Decreasing (FFD) heuristic for 

MDBP problem with variable bin sizes and costs and have introduced the notion of cost of VM live 

migration, but the information about the cost calculation is not provided. It is important to note that the 

problem of minimising migration costs during re-allocation is still an open research problem.  

Representing the quantities of various resources as vectors is a traditional approach for VM resource 

management [14, 15]. As each VM is actually a combination of different types of resources, it can be 

represented as a  -dimensional vector where each dimension represents a single type of the required 

resources requested by cloud users. Once a VM resource requirement of a cloud user is accepted, a VM is 

generated with the user-defined resource requirement, we call this as VM configuration that can be 

represented as a capacity vector,  ⃗ , which are identified with   number of dimensions which are scalar 

components. It is the vector addition of normalised capacity vectors of each resource type to the total 
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capacity of its hosting PM. i.e.  ⃗    
⃗⃗⃗⃗    

⃗⃗ ⃗⃗      
⃗⃗ ⃗⃗  . For example, we only consider two resource types 

for a VM, i.e. CPU and memory resources.     
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ represents the CPU of a VM and        

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ is the memory of 

the VM. The vector addition of both resources type is  ⃗      
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗         

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. 

Each PM, has a fixed total capacity vector    in  -dimensional space. Without loss of generality we 

assume that the values of    for all PMs have been normalised to 1. The resource utilisation vector  ⃗  of     is 

the vector additions of all capacities vectors of VMs that reside on  , i.e.  ⃗  ∑   ⃗⃗  ⃗
      where     are a 

set of VMs are hosted in   .  

For simplicity, we consider three major resource types, i.e. CPU, memory and I/O as shown in 

Figure 5. (Note: we use the term, CPU, to represents virtual CPU throughout the context). All resources have 

been normalised and all the resource related information are expressed as vectors. The total capacity    of a 

PM is expressed as a vector from the origin of         to point        . Resource utilisation vector  ⃗  

represents the current resource utilisation of a PM. The vector difference between the capacity vector    and 

the resource utilisation vector  ⃗  represents the remaining capacity vector   , which essentially captures how 

much capacity is left in the PM which could be used to allocate to an incoming VM.  

 

 
Figure 5. Vector representation of a PM 

 

For example, a VM configuration in a PM or a PM configuration usually consists of CPU number 

and memory size. Suppose that the capacity vector of a PM is       representing 6 CPUs and 6 GB memory, 

it hosts two VMs, one with the capacity vector      , another with capacity vector      , the utilisation 

vector  ⃗  of the PM is the addition of two VM capacity vectors, i.e.                      . Its remaining 

capacity vector is therefore                      . 

Since vectors in PMs and VMs are multi-dimensions, they must exhibit some multi-dimensional 

characteristics. There have been similar related works considering multi-dimensional characteristics. For 

example, Ganapathi et al. [16] use the Euclidean distance between the applications in the space could 

describe the similarity among these applications. The advantage of this kind of approaches is that the 

prediction result could be highly accurate. But the accuracy usually relies on the abundant historical data and 

the computational complexity would be relatively higher. In the following two sections, we describes two 

types of heuristics that exhibit multi-dimensional characteristics, imbalance and volume, which are defined as 

heuristic metrics used for cloud reconfiguration algorithms. 

 

3.3 Imbalance Heuristics 

Imbalance heuristics is a measure that indicates the degree of imbalance of resource utilisation of a 

PM. We define the imbalance vector    of a PM as the vector difference between  ⃗ 's projection on   and  ⃗ .    

preserves directionality as well as the degree of imbalance. If  ⃗  of a PM exactly aligns with   , then we say 

that the PM is well utilised in a balanced manner along each resource axis. Note that the imbalance of a     

with respect to its hosting PM is defined in a similar manner, i.e. as the vector difference between     ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗'s 

projection on    and     ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. 
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Assume that a resource utilisation vector  ⃗  is represented by           ⃗ , where  ,   and   are 

the normalised values of CPU, memory and I/O respectively.    is represented by        ⃗ , where    ,    and  ⃗ ,   
are the unit vectors along CPU, memory and I/O respectively. Therefore, the projection vector [14] of the 

unit vector,  ⃗ , along the    is given in Equation 1. 

 

 ⃗  (
 

√ 
   

 

√ 
   

 

√ 
  ) (

 

√ 
    

 

√ 
    

 

√ 
  ⃗ )                               

 

The term on the right hand side of Equation 1 is the unit vector along    and the term on the left hand 

side is the magnitude of projection of  ⃗ on    which can be simplified as shown in Equation 2. 
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)    (

     

 
)    (
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The    is given by the vector difference between  ⃗  and the projection vector, e.g.     ⃗   ⃗  , as 

shown in Equation 3.  
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The magnitude      of    which measure the degree of imbalance of a PM is calculated as shown in 

Equation 4. 
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We can generalise Equation 4 into multi-dimensions   as shown in Equation 5. 

 

     √ ∑ (  
⃗⃗  ⃗  

∑   
⃗⃗⃗⃗ 

     

 
)

 

     

                              

   

where   
⃗⃗  ⃗ is the resource utilisation vector of the dimension   of a PM and     represents a set of   different 

number of resource types. 

 

The average magnitude of imbalance of among   PMs in the cloud infrastructure is 
∑    ⃗⃗  

 
   

 
. For 

example, given a VM called VM   with a capacity vector       (i.e. 2 CPUs and 4 GB memory) and its 

hosting PM has a capacity vector       (i.e. 6 CPUs and 6 GB memory). Suppose there is only VM   hosted 

in the PM, we can easily calculate the imbalance of the PM by using Equation 3. Therefore, the imbalance of 

the PM is            and the magnitude of the imbalance of the PM is 0.236. The magnitude of the 

imbalance indicates the degree of imbalance of the PM is small. 

 

3.4 Volume Heuristics 
In this section, we introduce a scalar metric called volume heuristics. The volume heuristic is used 

to measure the ratio of a VM with respects to its hosing PM. In the other word, the volume of a VM with 

respects to its hosting PM is used to measure the average of all resources occupied by a  -dimensional VM 

with respects to its hosting PM. Suppose that we have a VM with capacity vector  ⃗  hosting in a PM with 

capacity vector  ⃗ , we define the volume of a VM with respect to its hosting PM,  , as a sum of every single 

resource    
⃗⃗  ⃗  with respects to its corresponding resource    

⃗⃗   , where    , divided by the number of 

dimensions of the VM,  , as shown in Equation 6. 
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∑  
   
⃗⃗  ⃗ 

   
⃗⃗   

      

 
                           

 

where     represents a set of   different number of resource types. 

 

Suppose that a VM has a VM configuration of 2 CPU and 2 GB memory which can be represented 

as a capacity vector       and its hosting PM has 6 CPU and 6 Gb memory which can be represented as a 

capacity vector      , the volume of the VM with respect to its hosting PM is 

 

 
 

 

 

 
 

 

 
. The volume of the 

VM represents the VM occupies one third of the total resource in its hosting PM. 

 

The volume of a VM can also be calculated with respects to the total resource in its Cloud 

infrastructure. For example, a VM with a capacity vector      , the capacity vector of its hosting 

environment is        , the volume of the VM with respects to its hosting cloud environment is 

 

  
 

 

  

 
 

 

 
. 

 

3.5 Multivariate Normal Distribution of VM Configurations 
If a cloud infrastructure provider provides user-defined configurations to cloud users, as number of 

different VM configurations increases, i.e. more and more cloud users submit their VM configurations to the 

cloud infrastructure providers; it is reasonable to assume that the VM configurations are in a normal 

distribution. Due to the nature of multiple resources in a VM configuration, it is necessary to consider that 

VM configurations form a multivariate normal distribution [17]. By collecting a large number of  -

dimensional VM capacity vectors from cloud users, a  -dimensional VM configuration multivariate normal 

distribution is formed, i.e.          , where    is a  -dimensional mean VM capacity vector as defined in 

Equation 8 and   is a     covariance matrix as defined in Equation 9.  

 

In Figure 6, the Probability Density Function (PDF) of a VM configuration multivariate normal 

distribution is presented which was built based on 1000 VM configurations submitted by cloud users in IC 

Cloud [9]. The PDF of the VM capacity vector  ⃗  can be calculated as shown in Equation 7. Let  ⃗  be  , the 

PDF of  ⃗  is given by 

     
 

               
 

 
                            Equation 7  

Greater the PDF of   indicates the more frequently the VM configuration  ⃗  likely to be submitted 

by a cloud user.  

 

 

 
Figure 6. PDF of VM configuration of user-defined configurations 

 

Mean Capacity Vector 
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A   dimensional mean capacity vector     is a vector that constitutes of   number of expected 

capacity of single resource types as shown in Equation 8. 

     [  ]  [  ]    [  ]    [  ]               Equation 8  

 

where    is a single resource types in the   dimensional space. 

 

    Covariance matrix 

A     covariance matrix is defined in Equation 9. 

 

  [   [     ]]                                  Equation 9  

 

3.6 Grouping of logical machines 
The resource vectors are very useful for making re-allocation decisions. One of our goals is to make 

the resource utilisation of PMs as balanced as possible after VM re-allocation, i.e. the  ⃗  of a PM should be as 

closely aligned to the    as possible. Sometimes, a PM may have more resource utilisation along the memory 

axis compared to the CPU axis that causes the imbalance of PM. For example, ideally we aim to find a VM 

that is less utilised in memory compared to CPU so as to achieve resource balance in PMs after VM re-

allocation. It is called finding complementary logical machines. 

 

In order to keep PMs in the cloud infrastructure in a balanced manner after VM re-allocation, logical 

machines, such as PMs or VMs, can be classified into groups according to the resource utilisation of each 

resource type [14]. We divide logical machines into    (the factorial of  ) number of groups according to 

number of resource types. For example, we consider 3 types of resource types (CPU, memory and I/O) which 

can be projected on to a plane as shown in Figure 7. We now have    number of groups, i.e.   groups.  

 

Group COM 

For group COM, CPU is the most utilised resource, memory is least utilised resource and I/O is in 

between the other two. Group COM and group MOC are complementary to each other in terms of resource 

utilisation. 

 

Group CMO 

For group CMO, CPU is the most utilised resource, I/O is least utilised resource and memory is in 

between the other two. Group CMO and group OMC are complementary to each other in terms of resource 

utilisation. 

 

Group MCO 

For group MCO, memory is the most utilised resource, I/O is least utilised resource and CPU is in 

between the other two. Group MCO and group OCM are complementary to each other in terms of resource 

utilisation. 

 

Group MOC 

For group MOC, memory is most utilised resource, CPU is least utilised resource and I/O is in 

between the two. Group MOC and group COM are complementary to each other in terms of resource 

utilisation. 

 

Group OMC 
For group OMC, I/O is the most utilised resource, CPU is least utilised resource and memory is in 

between the other two. Group OMC and group CMO are complementary to each other in terms of resource 

utilisation. 

 

Group OCM 

For group OCM, I/O is the most utilised resource, memory is least utilised resource and CPU is in 

between the other two. Group OCM and group MCO are complementary to each other in terms of resource 
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utilisation. 

 

Grouping is an efficient way of identifying complementary logical machines. For instance, if we 

have a PM whose               , the PM will fall into group MCO. Its complementary VM will be 

a VM in exactly opposite group, i.e. group OCM. Therefore, re-allocating the complementary VM to the PM 

in the opposite group can achieve more balanced PM after VM re-allocation. Note that if no PM is found in 

one of the complementary groups, this will result in lower resource utilisation level, as complementary VMs 

may not be found.  

 
Figure 7. Grouping by resource utilisation 

 

3.7 Resource Utilisation Level 

The objective of the cloud reconfiguration algorithm is to maximise the utilisable resources among 

PMs. It is essential to measure the utilisable resource of a VM-to-PM mapping before and after VM re-

allocation. In the other word, resource utilisation level is used to evaluate the level of utilisable resource of a 

VM-to-PM mapping. Since there is more than one resource type in a PM, utilisable resource of only a single 

type of resource is not sufficient to indicate the overall utilisable resource of the whole PM. Thus, we define 

a metric called resource utilisation level to measure the utilisable resource of a PM in terms of the mean VM 

capacity vector   . The reason we use the mean VM capacity vector    is because it represents the most 

frequent configurations defined by the cloud users which can be obtained from the VM Multivariate Normal 

Distribution as shown in Equation 8. 

Given a scalar component of a single resource type   of a   dimensional PM capacity vector,    
⃗⃗  ⃗ , 

where    , and a scalar component of the same single resource type   of a   dimensional mean VM 

capacity vector    ⃗⃗  ⃗ , we define the Mean Vector Ratio of a single resource type   for a PM (    ) as the 

ratio of    
⃗⃗  ⃗  to   ⃗⃗  ⃗ as shown in Equation 10. 

     
   ⃗⃗⃗⃗  

   ⃗⃗⃗⃗  
             Equation 10 

 

For example, we only consider capacity vector with CPU number and memory size, i.e. it can be 

represented as a vector (CPU number, memory size). Given the mean VM capacity vector    to be       and 

the PM capacity vector    to be      , the Mean Vector Ratio of the CPU number is, therefore, 
 

 
  , and the 

MVR of the memory size is 
 

 
  .  

  

We then define two functions,      ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗    and      ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   .  

 

     : This function returns the maximum number of mean VM capacity rounding down to the 

nearest integer that can be hosted by the PM capacity vector   . Given a PM capacity vector   , the maximum 
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number of the mean VM capacity vector    can be hosted by    rounding down to the nearest integer is shown 

in Equation 11. For example, given a mean VM capacity vector        , let the PM capacity vector    be 

     ,       is      ⌊
 

   
 ⌊

 

 
⌋⌋  which is equal to 1. Therefore, the given PM capacity vector    can only host 

the maximum number of mean VM capacity is 1. 

 

                ⌊         ⌋              Equation 11 

 

where     represents a set of   different number of resource types. 

 

     : This function is similar to the previous function      . However, instead of returning a round-

down integer, it returns the maximum number of mean VM capacity without rounding, i.e. in decimal. Given 

a PM capacity vector   , the maximum number of the mean VM capacity    can be hosted by    without 

rounding is shown in Equation 12. For example, given a mean VM capacity vector        , let the PM 

capacity vector    to be      ,       is      ⌊
 

   
⌋  ⌊

 

 
⌋  which is equal to 1.33. Therefore, the given PM 

capacity vector    hosting the maximum number of mean VM capacity is 1.33. 

 

                                       Equation 12 

 

where     represents a set of   different number of resource types. 

 

Given a VM-to-PM mapping  , there is a set of PMs   in the mapping   which consists of   

number of PMs in the mapping  . Each    ,    , has its capacity      , utilised resources  ⃗     and 

remaining capacity      . The resource utilisation level for the mapping, denoted as     , is defined in 

Equation 13.  

 

     
 (∑  ⃗       ) ∑            

  ∑          
             Equation 13 

 

 

We all know that the total capacity of all PMs and the total utilised resources remain constant before 

and after VM re-allocation in the Cloud infrastructure. Therefore,  (∑  ⃗    
   ) and   ∑      

     remain 

the unchanged. However, the remaining capacity of each PM may vary after VM re-allocation,          

returns the maximum number of the mean VM capacity    hosted by the remaining capacity of    , any 

unallocated resource will be considered as the non-utilised resource. This is because it is unlikely to meet the 

VM resource requirements from cloud users. 

 

4.    CLOUD RECONFIGURATION ALGORITHM 
Cloud reconfiguration algorithms are based on VM re-allocation techniques for constructing a 

suitable reconfiguration plan in order to achieve greater resource utilisation in the Cloud infrastructure. This 

section details the assumptions of this algorithm and provides a detailed algorithm description of the VM re-

allocation problem as the MDBP problem [10, 11]. Due to the NP-hard nature of the MDBP problem and the 

need to compute the solutions in a reasonable amount of time, approximation approaches have been 

developed to provide good results. Polynomial time approximate solutions (PTAS) [10] is proposed to solve 

the problem with a low approximation ratio. Kimbrel et al. [18] proposes an algorithm for a restricted job 

allocation problem with minimum migration constraints, but their approach does not allow for multiple jobs 

being assigned to a single machine. It is important to note that most existing approaches used still ignore the 

multi-dimensional characteristics of VMs and PMs [19].  

In general, the existing cloud reconfiguration algorithms comprise of two stages: Target Mapping 

Generation (TMG) and Migration Plan (MP).  

 

Target Mapping Generation 

The cloud reconfiguration algorithms firstly compute a VM-to-PM target mapping which guarantees 

better resource utilisation than the existing VM-to-PM mapping. Note that a VM-to-PM mapping is the 

arrangement of VMs to its hosting PM. 

 

Migration Plan 
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The cloud reconfiguration algorithms construct a migration plan from the existing mapping to the 

target mapping with the minimum migration costs. However, existing algorithms take all PMs in the Cloud 

infrastructure into consideration for VM re-allocation that results in high migration costs. As the number of 

PMs increases in the Cloud infrastructure, more VMs that have been allocated to the PMs need to be 

considered for VM re-allocation. This causes an increase in the total migration costs in MP.  

 

 
Figure 8. Cloud Reconfiguration Stages 

  

Selecting suitable PMs in the Cloud infrastructure before re-allocation is essential to reduce the total 

migration costs. Therefore, we propose a cloud reconfiguration algorithm that firstly selects a list of suitable 

PMs before the traditional two stages. We call this stage as PM Candidate Selection (PMCS) as shown in 

Figure 8. 

 

PM Candidate Selection 
The cloud reconfiguration algorithm firstly selects a set of suitable PMs for VM re-allocation, this 

would potentially reduce number of VMs required to be re-allocated and hence reduce the total migration 

costs.  

 

4.1 Assumptions 

The algorithm requires a history of VM configurations from cloud users, a multivariate normal 

distribution is built based on the history. VM capacities can be seen as static at the point when the algorithm 

proceeds. We also assume that a batch of VMs has been allocated to the Cloud infrastructure and may need to 

be re-allocated. The algorithm schedules VMs according to resource utilisation level of VM-to-PM 

mappings.The algorithm is then executed at regular time intervals, say every hour, for calculating the 

resource utilisation level of the current mapping in the Cloud infrastructure and computing for a new 

mapping. If the resource utilisation level of the new mapping is greater than the current mapping, the 

algorithm will be triggered for VM re-allocation, otherwise, the algorithm will be aborted and wait for the 

next time interval. 

 

4.2 PM Candidate Selection 
At this stage, a set of suitable PMs is selected from all PMs in the cloud infrastructure for VM re-

allocation so as to reduce migration costs. Since a new incoming VM will be allocated to one of the PMs, it is 

essential to choose a PM according to its remaining capacity. However, not every PM has enough remaining 

resources to host a new incoming VM. This stage is to choose PMs whose remaining capacity is not in a 

similar size to the mean VM capacity, as the mean VM capacity is the most frequent VM configuration 

requested by cloud users. The remaining capacity of a PM similar to the mean VM capacity indicates that it is 

more likely to host a new incoming VM whose configuration is similar to the mean VM capacity. This results 

in more utilisable resource in the PM and is not required for re-allocation. Therefore, we choose a PM whose 

remaining capacity does not frequently occur in the multivariate normal distribution. The remaining capacity 

   of a PM is considered as an input to Equation 7 to obtain the corresponding PDF      . 

As we mention earlier, we choose PMs whose remaining capacity is not in a similar size to the mean 

VM capacity. Therefore, for choosing a set of suitable PMs that is not in a similar size to the mean VM 

capacity, a range of PDF is required to be defined for selecting suitable set of PMs. It is common convention 

of using             where   is the standard deviation of the distribution. The range covers     of area 

under a normal distribution, i.e.     confidence level. In our study, we set the range as            . We 

choose PMs whose remaining capacities are not in this range, i.e.    of the area, where the VM 

configurations rarely occur in the distribution. Note that the confidence level can be adjusted by cloud 

infrastructure providers according to their demands for utilisable resources in the cloud infrastructure. For 

example, if we choose a small confidence level, more PMs will be selected, more possible VM-to-PM 

mappings, which lead to higher migration costs, but more utilisable resources. 

 

4.3  Target Mapping Generation 
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We propose two types of heuristic approaches used for generating a target mapping from the 

original mapping; one uses the imbalance heuristic, and the other uses the volume heuristic. After performing 

PMCS, we have a list of selected PMs. For imbalance heuristic, we group the list of suitable PMs into    

number of PM groups according to their resource utilisations. After grouping, there are 
  

 
 sets of PMs and 

each set is used as input for TMG. For volume heuristics, the whole list of selected PMs is taken as an input. 

 

Imbalance Heuristics 
Before using imbalance heuristics, PMs into different groups according to their resource utilisation 

of each resource type can be firstly classified before generating a new target mapping. By considering three 

resource types, i.e. number of CPU, memory size and I/O, we have 3 specific resource sets of PMs, each set 

is for each resource type respectively. For example, I/O set is a set that contains PMs with moderate amount 

I/O resources. This set can be split into two complementary groups, COM group (                  ) 

and MOC group (                  ) respectively. 

VMs hosted in a specific resource set of PMs are classified into two complementary groups 

according to their VM configurations. For example, given two complementary groups in I/O set, one is COM 

group (CPU-intensive) and the other is MOC group (Memory-intensive), a CPU-intensive VM will be placed 

to a CPU-intensive group called     whilst a Memory-intensive VM will be placed to a Memory-intensive 

group    . If a VM is neither CPU nor Memory-intensive, it can be placed to either group. 

Two complementary groups in a specific resource set are input to Algorithm 1 for constructing a 

new VM-to-PM mapping in turn. VMs in group     and group     are sorted by the magnitude of the 

imbalances of their VM capacities with respects to their hosing PMs in descending order. (line 3 and 4), i.e. a 

VM with greater magnitude of the imbalance will be allocated to a PM first. At the beginning of the 

algorithm,        is a list that contains all selected PMs without any VM being allocated in the specific 

resource set (line 5), where PMs in        are sorted by the magnitude of the imbalances of the PMs’ 

current resource utilisation in descending order in each iteration (line 7).  The algorithm allocates VMs from 

group     and     to the PMs in       . In this algorithm, every VM is allocated to a PM that is 

complementary to the VM (line 8 to 18) so as to result in better degree of imbalance of PMs after allocation. 

The algorithm outputs        with new VM allocation, i.e. a partial VM-to-PM mapping for a specific 

resource set. Repeat the algorithm for other specific resource sets. The target mapping is an aggregation of all 

partial VM-to-PM mappings generated by the algorithm and the PMs that have not been selected in PMCS. 

 

Algorithm 1 Imbalance Heuristics                                   

  Require    ,     

  1:                           
  2:                               

  3:                            
  4:                                    
  5:                                      
  6:         while                              do 

  7:  PMList=SortByImbalance(PMList) 

  8:  for     in        do 

  9:                             if     complementary to     in     then  

10:                            

11:                                         

12:                break  

13:         else 

14:                              

15:                                         

16:                     break 

17:       end if 

18:                end for 

19:        end while 

20:        return        

 

Volume Heuristic 

By taking the whole set of selected PMs into account, a new VM group called VMList is created 

where all VMs belonging to the set of selected PMs are placed to VMList. It is used as an input to Algorithm 

2 for constructing a VM-to-PM mapping.  The VMs in VMList are sorted by volume of VMs with respects to 
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the selected PMs in descending order (line 2). Similar to the imbalance approach, at the begining of the 

algorithm, PMList is a set that contains all selected PMs without any VM allocation (line 3) and they are 

sorted by the volume of remaining capacity of the selected PMs in descending order in each iteration (line 5). 

Our allocation approach is similar to best-fit decreasing algorithm, i.e. the algorithm starts allocating VMs 

with the largest volume to PMs with the minimum volume of remaining capacity in PMList first (line 4 to 9). 

The reason we use best-fit decreasing is because it is one of the simplest heuristic algorithms for solving the 

bin-packing problem [10, 11]. The algorithm finally outputs PMList. The target mapping is an aggregation of 

PMs in PMList and PMs that have not been selected in PMCS. 

In order to evaluate whether a target mapping is reasonable for VM re-allocation, we apply Equation 

13 to obtain the resource utilisation level of the orginal and target mapping. If the resource utilisation level of 

the target mapping is greater than the original VM-to-PM mapping, migration plan will then be executed. 

 

Algorithm 2  Volume Heuristic           

Require        

  1:                            
  2:                               

  3:                      
  4:         while                  do 

  5:                                                

  6:         for     in        do 

  7:                  .put(   )    

  8:                                  

  9:               break 

10:         end for 

11:         end while  

12:         return        

                 

4.4 Migration Plan 
The migration plan must consider the costs associated with performing the migration of VMs. These 

VMs are logical servers and may be serving real time requests. Therefore, any delay resulting from the 

migration needs to be considered as a cost. Use of a cost function also helps in designing an algorithm which 

does not lead to frequent migration of VMs. Solutions aiming to minimise the number of moves from current 

mapping to target mapping is still an open research problem. For example, VM migrations between PMs can 

be performed directly, or via intermediate PMs (pivot), depending on resource utilisation of the target PM. 

Moving through intermediate PMs generates greater migration costs due to more migration operations. 

Therefore, the constraint programming [12] is used to guarantees the minimum moves of migrations. The 

detail of generating a migration plan with the lowest migration cost can be found in [4, 20, 21].  

 

5  EXPERIMENTAL EVALUATION 

The experimental evaluation is designed to illustrate the effectiveness of our approach for VM re-

allocation based on user-defined and provider-defined VM configurations and demonstrate the importance of 

multi-dimensional characteristics. In order to evaluate the effectiveness of our approach, we developed a 

cloud simulation toolkit called ICCS (Imperial College Cloud Simulation) for simulating cloud resource 

management which is similar to CloudSim [22]. Three resource types (i.e., CPU, memory and I/O) are 

considered for VM re-allocation. In this experimental setting, we assume that all PMs in the Cloud 

infrastructure are homogeneous. Each PM has 36 CPUs, 36 GB memories and 36 GB I/O.  

We conducted two sets of experiments, one is based on the user-defined VM configurations and the 

other is based on the provider-defined VM configurations. In the experiments, we mainly evaluate the 

resource utilisation level of target mappings and compare with other approaches. 

 

5.1  Experiments with User-defined VM configurations 

This experiment is based on the user-defined VM configurations. Before we conduct the 

experiment, we collected 1000 VM configurations from IC Cloud [9] for building a multivariate normal 

distribution. The 3-dimensional mean VM capacity vector and the covariance matrix were then calculated 

from the distribution.  

We firstly generate 150 original VM-to-PM mappings. In the first iteration, we start with 1 hosting 

PM to be available for VM allocation. We repeat the following procedure for 150 times with increasing the 

total number of hosting PMs by 1 in each iteration. We then allocate a VM one by one to a hosting PM using 
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First Fit algorithm that is one of the most common approaches for VM placement to PMs [9] in cloud 

computing industry. Each allocated VM was randomly generated from the multivariate normal distribution. 

The allocation of VM to the PM stops when the hosting PM does not have sufficient resources to host the 

next incoming VM. If there are more resources available for other hosting PMs for VM allocation, the 

allocation of VM to the next available hosting PM will be performed. If there are no more resources available 

in PMs, the VM allocation will be stopped and an original mapping is generated. In this way, 150 original 

VM-to-PM mappings can be generated. For each original VM-to-PM mapping, the resource utilisation level 

of the original mapping can be calculated using Equation 13.  

The cloud reconfiguration algorithm is then applied to construct a new target VM-to-PM mapping 

based on its corresponding original VM-to-PM mapping. The resource utilisation level of the target mapping 

can then be calculated. Therefore, the resource utilisation level for the original VM-to-PM mapping and the 

new target VM-to-PM mappings are known, the following sections compare and discuss the experiments 

conducted for the cloud reconfiguration algorithm. 

   

PM Candidate Selection for User-defined Configurations 

In this experiment, we evaluate the PMCS of the cloud reconfiguration algorithm for the user-

defined configurations. We conducted two types of experiments, one is with PMCS and the other is without 

PMCS for both imbalance and volume heuristics. 

Without performing PMCS, the average resource utilisation level for both imbalance and volume 

heuristics are slightly better than the ones with PMCS by 0.42% and 1.02% respectively as shown in Figure 9 

and Figure 10. This is due to local optimal is achieved within each group in PMCS and the ones without 

PMCS take all PMs into consideration which makes VM re-allocation becomes more flexible. However, the 

rate of decrease in resource utilisation level is very small. 

In addition to that, the number of PMs considered for VM re-allocation decreases by 9.17% on 

average by performing PMCS as number of PMs increases as shown in Figure 11. We conclude that reducing 

number of PMs used for VM re-allocation using PMCS does not have a significant impact on the resource 

utilisation level of the target VM-to-PM mappings; instead, it results in less migration costs in the migration 

plan as number of PMs considered for VM re-allocation decreases whilst the resource utilisation level stays 

relatively constant. This leads to smaller number of migrations need to be performed.  

We notice that using PMCS results in an insignificant decrease of resource utilisation level of the 

mappings, at the same time, it reduces a certain number of migrations. Therefore, we conclude that PMCS is 

helpful for cloud reconfiguration algorithm with user-defined configurations. 

 

 
Figure 9. Resource utilisation with and without PMCS using imbalance heuristics with user-defined 

configuration 
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Figure 10. Resource utilisation with and without PMCS using volume heuristics with user-defined 

configuration 

 

 
Figure 11. Number of PMs used for re-allocation 

   

Grouping for Volume Heuristics 
In this experiment, we specially added the feature "grouping" to the imbalance heuristics of the 

cloud reconfiguration algorithm. In this experiment, we evaluate whether grouping of the cloud 

reconfiguration algorithm for volume heuristics is suitable.  

In Figure 12, it shows that volume heuristic without grouping performs slightly better than the one 

with grouping, but it is not significant, this is because volume heuristic does not take advantage of grouping 

as grouping only works well for finding complementary VMs to PMs. Therefore, we conclude that grouping 
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is not an essential feature for volume heuristics. 

 
 

Figure 12. Resource utilisation with and without grouping for volume heuristics with user-defined 

configurations 

 

Difference between Imbalance and Volume Heuristics for User-defined Configurations 
In this experiment, we evaluate the difference in the resource utilisation level between imbalance 

and volume heuristics for user-defined configurations. Figure 13 shows the fluctuation of the resource 

utilisation levels using imbalance and volume heuristics with PMCS respectively and the difference between 

them is only $0.57\%$. It is easy to notice that the resource utilisation levels increase as the number of PMs 

increases. Therefore, there is no significant difference in the resource utilisation level. 

 

 
 

Figure 13. Resource utilisation with user-defined configuration using imbalance and volume 

 

Combination of Imbalance and Volume Heuristics for User-defined Configurations 
To achieve better resource utilisation level, we combine the two heuristics (imbalance and volume) 

by taking the one with higher resource utilisation level of the same mapping. This results in an increase of 

resource utilisation level from the original mapping by 7.71%. In Figure 14, it shows a combination of two 

multi-dimensional heuristics (imbalance and volume) outperforms the combination of each single resource 

type (i.e. heuristic approaches that consider CPU, memory and I/O individually) by 17.89% on average. Note 
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that the combination of each single resource type is obtained by taking the one with higher resource 

utilisation level of the same mapping. Therefore, multi-dimensional heuristics play an important part in VM 

re-allocation. 

 

 
Figure 14. Resource utilisation with user-defined configuration using combined multi-dimensions and non 

multi-dimensions 

 

5.2  Experiments with Provider-defined VM configurations 
This experiment is based on the provider-defined VM configurations. As the number of types of VM 

configurations given by a cloud provider is fixed, Amazon EC2 offers 10 types of VM configurations. We 

also generated a total of 150 original VM-to-PM mappings also generated for this experiment. The similar 

experimental methodology is also applied to this experiment, but the set of VM for initial allocation was 

generated from the 10 types of the Amazon EC2 VM configurations. 

We firstly generate 150 original VM-to-PM mappings. In the first iteration, we start with 1 hosting 

PM to be available for VM allocation. We repeat the following procedure for 150 times with increasing the 

total number of hosting PMs by 1 in each iteration. We then allocate a VM one by one to a hosting PM using 

First Fit algorithm that is one of the most common approaches for VM placement to PMs in cloud computing 

industry. Each allocated VM was randomly chosen from the 10 types of the Amazon EC2 VM 

configurations. The allocation of VM to the PM stops when the hosting PM does not have sufficient 

resources to host the next incoming VM. If there are more resources available for other hosting PMs for VM 

allocation, the allocation of VM to the next available hosting PM will be performed. If there are no more 

resources available in PMs, the VM allocation will be stopped and an original mapping is generated. In this 

way, 150 original VM-to-PM mappings can be generated. For each original VM-to-PM mapping, the 

resource utilisation level of the original mapping can be calculated using Equation 13.  

The cloud reconfiguration algorithm is then applied to construct a new target VM-to-PM mapping 

based on its corresponding original VM-to-PM mapping. The resource utilisation level of the target mapping 

can then be calculated. Therefore, the resource utilisation level for the original VM-to-PM mapping and the 

new target VM-to-PM mappings are known, the following sections compare and discuss the experiments 

conducted for the cloud reconfiguration algorithm. 

 

Difference between Imbalance and Volume Heuristics for Provider-defined Configurations 
Figure 15 shows the fluctuation of the resource utilisation levels using imbalance and volume 

heuristics with PMCS respectively, and the difference between them is 10.54%. This is due to the fact that 

the number of provider-defined VM configurations is limited and could not form a normal distribution. 

Therefore, imbalance heuristics performed less efficient than the volume heuristics. 

 

 



IJ-CLOSER  ISSN: 2089-3337  

 

Enhancing Cloud Resource Utilisation using Statistical Analysis (Sijin He) 

19 

 
Figure 15. Resource utilisation with imbalance and volume heuristics with provider-defined configuration 

 

PMCS for Provider-defined Configurations 
In this experiment, we evaluate the PMCS of the cloud reconfiguration algorithm for the provider-

defined configurations. We conducted two types of experiments, one is with PMCS and the other is without 

PMCS for both imbalance and volume heuristics. 

As shown in Figure 11, the cloud reconfiguration algorithm with PMCS selects all PMs as suitable 

PMs for VM re-allocation from the provider-defined configurations. This is due to the fact that the number of 

configurations is small and could not exhibit normal distribution. It is difficult to find a remaining capacity of 

a PM that is similar to the mean VM capacity vector. Therefore, PMCS does not help infrastructure providers 

to reduce their migration costs if they offer provider-defined configurations. 

 

 
Figure 16. Resource utilisation with and without PMCS with provider-defined configuration using imbalance 

heuristics 
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Figure 17. Resource utilisation with and without PMCS with provider-defined configuration using volume 

heuristics 

 

In addition, without performing PMCS, the average resource utilisations for imbalance heuristics is 

better than the one with PMCS by 11.30% as shown in Figure 16 and the average resource utilisations for 

volume heuristics is better than the one with PMCS by 2.17% as shown in Figure 17. In overall, the 

imbalance and volume heuristics with PMCS do not perform well as it is difficult to find a VM that is 

complementary to a PM given that the number of types of VM configurations is limited and normal 

distribution for the provider-defined configurations can not be built. Therefore, PMCS is not suitable for 

provider-defined configurations. 

 

Combination of Imbalance and Volume Heuristics for Provider-defined Configurations 
In this experiment, we evaluate the difference in resource utilisation level between the combination 

of multi-dimensional heuristics (imbalance and volume heuristics) and the combination of each single 

resource type for provider-defined configurations. In Figure 18, by combining two multi-dimensional 

heuristics, i.e. imbalance and volume heuristics, the resource utilisation level increases by 13.71% in 

comparison with the original mapping. Note that the combination of the two heuristics is a method that takes 

one of the heuristics with higher resource utilisation level of the same mapping.  

Further, it performs better than the combination of each single resource type by only 0.49% on 

average. Note that the combination of each single resource type is obtained by taking the one with higher 

resource utilisation level of the same mapping. This shows that there is no significant difference on 

improving resource utilisation level using these two approaches as the number of types of VM configurations 

is limited, and the normal distribution cannot be formed. Therefore, we conclude that multi-dimensional 

heuristics perform a slightly better than the non-dimensional characteristics, but it is not significant. 
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Figure 18. Resource utilisation with provider-defined configuration 

 

5.3  Experiment with the Combination of User-defined and Provider-defined Configurations 

As we mentioned earlier, Cloud infrastructure providers normally provide either user-defined or 

provider-defined configurations to cloud users. In this experiment, we assume that a Cloud infrastructure 

provider can offer both user-defined and provider-defined configurations to cloud users.  

We firstly deployed the same cloud simulator called ICCS to randomly generate two set of user-

defined and provider-defined VMs (a total of 46193 VMs) which have been plotted as a multivariate normal 

distribution as shown in Figure 19. The user-defined configurations were randomly generated from an IC 

Cloud VM distribution which was built by 1000 VM configurations. The 3-dimensional mean VM capacity 

vector and the covariance matrix were then calculated from the distribution. The provider-defined VMs were 

randomly generated from 10 types of VM configurations of Amazon EC2.  

In comparison with a user-defined VM configuration distribution (Figure 3.6), we can easily see that 

the covariance of the combined VM configuration distribution is much greater than the user-defined VM 

configuration, this is due to the fact that there are significant numbers of provider-defined configurations 

which are not similar to the user-defined configurations. Thus, they affect the VM distribution directly.  
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Figure 19. PDF of VM configuration distribution of user-defined and provider-defined configurations 

 

For this experiment, we also generated a total of 150 original VM-to-PM mappings for re-allocation 

using imbalance heuristics. The similar experimental methodology was also applied to this experiment, but 

the set of VM for initial allocation is generated from the IC Cloud user-defined configuration distribution and 

the 10 types of the Amazon EC2 VM configurations, i.e. we firstly generate 150 original VM-to-PM 

mappings. In the first iteration, we start with 1 hosting PM to be available for VM allocation. We repeat the 

following procedure for 150 times with increasing the total number of hosting PMs by 1 in each iteration. We 

then allocate a VM one by one to a hosting PM using First Fit algorithm that is one of the most common 

approaches for VM placement to PMs in cloud computing industry. Each allocated VM was randomly chosen 

from the 10 types of the Amazon EC2 VM configurations and IC Cloud user-defined configuration 

distribution. The allocation of VM to the PM stops when the hosting PM does not have sufficient resources to 

host the next incoming VM. If there are more resources available for other hosting PMs for VM allocation, 

the allocation of VM to the next available hosting PM will be performed. If there are no more resources 

available in PMs, the VM allocation will be stopped and an original mapping is generated. In this way, 150 

original VM-to-PM mappings can be generated. For each original VM-to-PM mapping, the resource 

utilisation level of the original mapping can be calculated using Equation 13.  

The cloud reconfiguration algorithm is then applied to construct a new target VM-to-PM mapping 

based on its corresponding original VM-to-PM mapping. The resource utilisation level of the target mapping 

can then be calculated. Therefore, the resource utilisation level for the original VM-to-PM mapping and the 

new target VM-to-PM mappings are known, the following sections compare and discuss the experiments 

conducted for the cloud reconfiguration algorithm. 

 
Figure 20. Resource utilisation with the combination of user-defined and provider-defined configurations 

 

In Figure 20, it shows the fluctuation of the resource utilisation levels using the combination of user-

defined and provider-defined configuration. The difference of the resource utilisation between the original 

mapping and the re-allocated mapping is 15.2%. 
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Figure 21. PDF of VM configuration distribution of user-defined and provider-defined configurations 

 

In Figure 21, it shows the comparisons of resource utilisation between user-defined, provider-

defined, and the combination of user-defined and provider-defined configurations. We can easily see that the 

original mapping of user defined is significantly greater than the other two mappings (approximately 10% 

greater), this is due to the fact that VMs of user-defined configurations can easily find their complementary 

VMs which makes greater resource utilisation in the Cloud infrastructure. In terms of improved resource 

utilisation after re-allocation, the combination of the user-defined and provider-defined configurations 

improved more than the other two. This is because VMs of the combination more easily find their 

complementary VMs after re-allocation than the other two. Since the resource utilisation using the user-

defined configuration is relatively big, the improvement after the re-allocation is small. The resource 

utilisation using the provider-defined configuration improved the least as it is difficult to find complementary 

VMs after re-allocation, i.e. limited number of different size of VMs can be chosen from. In general, we 

conclude that the multi-dimensional heuristics are also suitable for the combination of user-defined and 

provider-defined configurations. 

 

6  CONCLUSION 

Our work in this paper introduces an algorithm for improving resource utilisation for the cloud 

infrastructure providers. By using a probabilistic multivariate model, the algorithm selects suitable PMs for 

VM re-allocation before a reconfiguration plan is generated. Our evaluation indicates that there is only a 

minor decrease in resource utilisation levels that results from reducing number of PMs for re-allocation. 

Therefore, the approach leads to a lower number of VMs being re-allocated, i.e. less migration costs, as 

number of PMs considered for VM re-allocation decreases. We presented two heuristics to be used in the 

algorithms, imbalance heuristics and volume heuristics. For the user-defined configuration, the imbalance 

heuristics performs slightly better than the volume heuristics. For the provider-defined configuration, the 

volume heuristic performs significantly better than the imbalance heuristic. This is because it is difficult to 

find a VM that is complementary to a PM given that the number of types of VM configurations is limited. 

Furthermore, our evaluation also shows that the multi-dimensional heuristic performs better than non-

multidimensional heuristic for the user-defined configuration. For the provider-defined configuration, there is 

no significant difference on improving resource utilisation level using multi-dimensional or non-

multidimensional approaches. We conclude that multi-dimensional heuristics are suitable for cloud 

infrastructures that offer user-defined configurations and the combination of user-defined and provider-

defined configurations. 

Our current evaluation is based on simulations of VM allocations. In future work, we will deploy the 

proposed algorithms in the IC Cloud environment to evaluate its effectiveness. Future work will also include 
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investigating the relationship between confidence level for selecting suitable PMs and migration costs as they 

have direct effect on each other and investigate the suitable time interval for the algorithm execution. 

Moreover, we will also investigate the historical data collected from IC Cloud with the proposed algorithm to 

help the future capacity planning when new PMs are required. 
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