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 In the cloud environment number of user can request for the services 

simultaneously. So there should be a mechanism that efficiently allocates the 

resources to the user, but resources in the cloud environment are highly 

dynamic and heterogeneous in nature. Because of this nature it is very 

difficult to fully utilize the resources with the proper resource balancing. In 

order to improving the system performance, resources must be properly 

assigned with minimum overhead time and load must be equally distributed 

on the physical machines. Proper VM scheduling can also reduce the number 

of migration that will increase the overall performance of the system. 

Numbers of VM scheduling methods have been proposed. This paper 

includes some exiting VM scheduling methodologies with their anomalies. 
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1. INTRODUCTION 

Cloud is a parallel and distributed computing system consisting of a collection of inter-connected and 

virtualized computers that are dynamically provisioned and presented as one or more unified computing 

resources based on service-level agreements (SLA) established through negotiation between the service 

provider and consumers[1]. Cloud computing is also called utility computing in which user accesses the 

resources as service via internet, and users doesn’t know where these services are hosted [2]. In cloud 

computing resources are provided as services and these services are Infrastructure as a Service (IaaS), 

Platform as a Service (PaaS) and Software as a Service (SaaS), this is also known as a service delivery model 

[3]. Cloud computing can be deployed as a public cloud, private cloud and hybrid cloud and  this is called as 

a deployment model model [3]. The figure 1 shows the cloud computing service delivery model with cloud 

deployment model.   

Virtualization is the backbone of the cloud computing technology, which increase the resource 

utilization. Cloud computing is scalable and elastic in nature, so user resource requirements can be changes 

dynamically, so host may be overloaded or under loaded, which trigger the virtual machine migration. 

Efficient resource scheduling can be achieved through the virtualization that can provide the balance resource 

utilization and also can minimize the number of virtual machine migration. In cloud environment VM 

scheduling plays a vital role because cloud computing is a collection of heterogeneous resources  that are 

distributed on different places, so there is need to properly assign user request to an appropriate physical 

machine with minimum overhead time and high resource utilization. Numbers of VM scheduling methods 

have been proposed in which different parameters are considered. VM scheduling can also be classified on 

the basis of resources requirement i.e. static and dynamic.  
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In this paper we are discussing some proposed VM scheduling method and their anomalies based on 

the parameters resource utilization, load balancing and server consolidation. Rest of this paper is organizing 

as follows section II explains the related work along with their anomalies and section III shows the 

comparative study and finally section IV shows the conclusion of this paper. 

 

 
 

Figure 1. Cloud Computing Models 

 

 

2. LITERATURE SURVEY 

 

2.1. Optimized Control Strategy 

Ke Yang et al. [4] proposed an Optimized Control Strategy for Load Balancing based on Live Migration 

of Virtual Machine which combines multi-strategy mechanism with the prediction mechanism. In this 

Strategy hosts are divided into four status domains (light-load domain, optimal domain, warning domain, 

overload domain) according to weighted average utilization of the CPU, memory, I/O and network 

bandwidth which is shown in figure 2. The weighted host utilization is calculated as 

 

  Lhost = K1*Lcpu + K2*Lmem+ K3*Lnet + K4*Li/o       (1)  

 

              ∑    

 

   

                                                              

Here Lhost weighted host utilization which represents the loading condition of a host and Lcpu, 

Lmemory, Lnet and Li/o represents the CPU utilization, memory utilization, network bandwidth utilization and 

I/O utilization respectively of a host. According to the loading condition each host must lies in these 

following four domains. 

 
Figure 2. The four status domains 
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The hosts within different load status domain adopt different migration strategy based on the 

predicted future host utilization of resources using classical time series model [5], which consider migration 

timing, migration candidate VM and migration destination. Through this strategy, it reduces the number of 

the overloaded hosts, avoids instantaneous peak problem caused by the migration of virtual machines, solves 

the imbalance problem and the high cost problem in tradition scheduling algorithm of migration. 

This method works as, when a host lies in optimal domain, if predicted load of a host is going up to 

warning threshold then choose biggest changed trend of resource (CPU or Memory or I/O)VM to migrate. 

The CPU trend is presented by the equation (3), similarly memory and I/O trend is calculated. 

   

                                                       
         

       
        

       

      
                         (3) 

 

Where          
       

 and       
       

 are the average CPU utilization of future and current respectively. 

When host lies in warning domain then firstly lock the host and prevent it from receiving the new 

tasks and judge that whether or not there is virtual machine being migrated on the host if there is anyone, we 

should wait; otherwise we should start the migration if host load goes down then unlock the host. When host 

a lies in overload domain, this host is overloaded, lock this host and highest weight VM should migrates. 

The Optimized Control Strategy proposed the solution for the overloaded hosts and it doesn’t 

consider the light load host, so this strategy can’t provide server consolidation. This method uses the 

weighted average sum of CPU, Memory Network bandwidth and I/O  for the loading condition but there may 

be a situation in which one of resource may exhausted and other will be in under utilize, so this situation can 

cause resource leak[6]. It requires O(n) destination searching time in bust case. There may be also possible 

that predicted load may not be same as the actual load. 

 

2.2. Balanced Algorithm 

Xin Li et al.[6] proposed  a balanced algorithm for balancing resource utilization for continuous VM 

requests in cloud to avoid resource leak and reduce the energy consumption in the cloud datacenter. In this 

paper two approaches are proposed Greedy algorithm and balance algorithm to select the physical machine 

(PM) for virtual machine (VM) placement i.e. Greedy and Balanced. In Greedy approach hosts are divided 

into two categories i.e. Loaded and Standby, whereas in Balanced Algorithm the hosts divided into four 

categories. These categories are Resource Limited: The available resources on this PM are not sufficient to 

satisfy the new VM resource requirement, Fully Loaded: This PM will be fully loaded after satisfying the 

VM request, Resource-Leak: If this PM hosts the new VM  request, resource utilization is abnormal which 

will cause resource leak. Standby: When the new VM is hosted on this PM still resource utilization will be 

regular. When a new request of VM placement comes, it only searches a standby PM that can host the VM. If 

there is no PM available in standby or in loaded, new PM is started to host the requested VM. 

The  Greedy  approach  is simple but resource leak occurs, a Balance Algorithm is proposed  to  avoid  

resource  leak  so  that  energy consumption can be  reduced by minimizing  the number of PMs. In this  Li 

states that power consumption is very similar though the CPU utilization varies, so long as  the  PM  is  

active,  so  Li  calculate  the  power consumption for static VM placement as 

 

Power = α ∗ m   (1) 

 

Where m is number of host running and α is the power consumption factor of a host in a time slot.  

But in case of  continues  VM  placement  the  number  of  hosts  are varies  as  requests  are  reached,  so  

power  consumption for   continues VM placement can be calculated as 

 

      ∑ ∗                                         

 

   

 

 

Where mi is the number of running hosts when i virtual machine requests have reached the cloud 

and n is the number of virtual machine requests. 

If there are n number of hosts, to find out the Standby host the Balance algorithm can take O(n) 

searching time in bust case. In the Balance algorithm first places the VM on the Fully Loaded PM but 

resources requirement can change dynamically, so if resources requirement will be increases, result in the 

instant VM migration, due to this system performance can be degraded. 
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2.3. Dynamic And Integrated Resource Scheduling (DAIRS) Algorithm 

Wenhong Tian et al.[7] proposed a dynamic and integrated resource scheduling (DAIRS)  algorithm 

for Cloud datacenters which develops integrated measurement for the total imbalance level of a cloud 

datacenter and average imbalance level of each physical machine. To calculate the total imbalance level of a 

cloud datacenter and average imbalance level of each physical machine DAIRS defined the following 

parameters. 

The average utilization of all CPUs in a Cloud datacenter, is defined as   

 

                     
  

∑     
     

  
 

∑     
  

 

                                  (1) 

 

Where     
  is an averaged CPU utilization during observed period of a single server i,     

  be 

the total number CPUs of server i and N is the total number physical servers in cloud datacenter. Similarly 

memory and network bandwidth utilizations also are calculated. And then integrated load imbalance value 

ILBi of server i is defined as 

 
          

              
              

   

 
                     

Where                   
      

      
   ⁄                         (3) 

 

The imbalance value of all CPUs in a data center using absolute deviation, is calculated as 

 

        ∑     
      

                                                

 

The ILBMEM and ILBNET can be calculated in similar fashion. Then total imbalance values of all 

servers in a Cloud datacenter are given by 

 

        ∑    

 

 

                                                                       

The average imbalance value of a physical server i is calculated as 

 

      
     

      

 
                                                                          

And the average imbalance value of a Cloud datacenter (CDC) is calculated as 

 

       
     

                    

 
                                 

 

The equation (6) and equation (7) are used to measure the degree of overload of a host and of the 

system respectively and the allocation is also based on this degree. In the allocation algorithm the physical 

machines are sorted in ascending order according to the resource utilization and divides physical machines 

into multiple intervals of a particular size. When request of VM  placement comes then select the PM with 

lowest utilization interval (for example (0,0.10)) and start virtual machine allocation, as long as the allocation 

of the virtual machine does not exceed the maximum capacity of that physical machine. If any host resource 

utilization exceeds the preset utilization threshold, the virtual machines with lowest load should be migrated 

using allocation algorithm until the utilization of PM is under threshold. 

In allocation VM is always placed on lowest utilization interval PM, so it means it uses the worst fit 

concept, result in low resource utilization and energy consumption increases. 

 

2.4. Modification Best Fit Decreasing Algorithm 

Rajkumar Buyya et al. [8] proposed a Modification Best Fit Decreasing (MBFD) algorithm for 

energy-efficient resource allocation to provide server consolidation, in which VM allocation problem is 

divided into two parts, the first part consider the creation of new VMs for user requests and assigning them 

on to the physical machines while on the other hand second part optimized the current allocation of VMs. 

To  solve  the  VM  allocation  problem,  modification  of the   Best   Fit   Decreasing  (BFD)   algorithm  [9]  

is proposed  in which VMs are sorted in decreasing order of current utilization and  allocate each VM to a 

host so  that it provides the least increase of power consumption.  And to optimize the current allocation the 

upper and lower utilization threshold are used. If host utilization crosses  the  upper  utilization  threshold, 
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migrate  some  of  VMs  from  this  host  to  prevent  the SLA. If host utilization goes below the lower 

threshold, migrate all VMs from this host and switch off it to minimize the energy consumption, which is 

known as a server consolidation. To calculate the total energy consumption in cloud Buyya et al. defined the 

power model P (u) as       

P(u) = k * Pmax + (1-k) * Pmax * u.                              (1) 

 

Where Pmax is the maximum power consumed when the server is fully utilized; k is the fraction of power 

consumed by the idle server; and u is the CPU utilization which is also a function of time because it can 

change over the time due to variability of the workload, so can be represented as u(t),  and then total energy 

(E) consumption can be defined as 

    ∫        
 

                               (2) 

 

If there are m number of hosts and n VMs that have to allocated then the time complexity of MBFD 

allocation algorithm is n*m. And the complexity of the proposed Minimization of Migration (MM) algorithm 

is proportional to the product of the number of over- and under-utilized hosts and the number of VMs 

allocated to these hosts. MBFD used the fixed value for threshold but it is unsuitable for dynamic and 

unpredictable workloads environment, in which different types of applications can share physical resources. 

To solve this problem Adaptive Threshold-Based Approach is proposed [10]. 

 

2.5. Novel Vector Based Approach 

Mayank  Mishra  et  al.[11]  proposed  a  novel  Vector Based  Approach  for  VM  placement.  This  

approach based  on  3-D  vector  in  which  each  dimension  of  a vector  denotes  one  type  of  resource  

(i.e.  CPU, MEM, I/O). The primary goal of this algorithm is to make the resource utilization of PMs as 

balanced (along each resource dimension) as possible.  

 

 
 

Fig. 3 The Planar Resource Hexagon (PRH) 
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This would require that we have a  way  of  finding  complementary  destination PM  to  place  a  

VM,  means a  VM  which has  less  CPU requirement  than MEM requirement  should be placed on a PM 

which has greater CPU utilization than MEM utilization.  To find  the complementary PM  for a VM  a 

planer  resource  hexagon  is  obtained  by  projecting  a cube,  in  which  each  triangle  denotes  a  PM  and  

the opposite  triangles  of  planer  resource  hexagon  are complementary to each other which is shown in 

figure 3 in which triangle number 3 and name MI (i.e. M>I>C) and  triangle  number  0  and  name  CI  (  i.e.  

C>I>M) are complementary to each other.  

This methodology provides the efficient and balance resource utilization. It increases the resource 

utilization and reduces the energy consumption by server consolidation in cloud datacenter. This approach 

also has good features over the previous placements methods SandPiper [12] and VectorDot [13] 

The novel approach is based on the 3-D vector in which each dimension of a vector denotes the one resource 

type i.e. CPU, MEM, I/O. And if resource dimensions will be more than three, this method can’t work 

anymore.  

In this approach if a virtual machine has unequal resource requirement in all dimension or has only 

less than or greater than relationship (i.e. C>M>I or C>I>M or M>I>C or M>C>I or I>C>M or I>M>C) 

between the resources requirement, the complementary physical machine can be find easily. It means a 

virtual machine which has resources requirement as CPU>MEM>IO should be placed on the physical 

machine which has resources utilization as IO>MEM>CPU. But if a virtual machine which has equal 

resources requirement in two or more dimensions or has a equal relationship (i.e. C=M<I or C=I<M or 

I=M<C or I=m=C etc.) between the resources requirement could not have any complementary physical 

machine . For example a virtual machine which has a resources requirement CPU=MEM>IO can’t have a 

complementary physical machine like IO>MEM=CPU. 

 

3. COMPARATIVE STUDY 

The comparative study is shown in tabular form. In table various above discussed methods are 

compared based on the some parameters which are considered by any of these algorithms. The results are 

displaying as YES or NO of algorithms versus parameters. 

 

Table I. Comparative study of above methods 
 

                         Parameters 

 

 

Algorithm 

Provide  Balance 

Resource Utilization 

Reduces the Energy 

Consumption 

Minimizing 

Response 
Time 

Work For Resources 

Type >3 

Optimized Control Strategy NO NO NO YES 

Balanced Algorithm YES YES NO YES 

DAIRS YES NO 

 

YES YES 

MBFD NO YES 

 

NO YES 

Novel Approach YES YES YES NO 

 

 

4. CONCLUSION 

Cloud computing is a collection of large number of heterogeneous interconnected computers and 

resources requirement can changes dynamically, so assignment of virtual machine on a suitable host is a very 

challenging task. In this paper different VM allocation methods are discussed based on some parameters (i.e. 

resource utilization, server consolidation and complexity etc.) with their anomalies, so there is a need of a 

VM scheduling method which will contain the best feature of these algorithms and also remove anomalies 

present in above discussed methodologies. 
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